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Abstract—Motor Imaginary (MI) electroencephalography
(EEG) signals are obtained when a subject imagines a task
without essentially applying it. The accurate decoding of MI
EEG signals plays an important role in the design of brain-
computer interface (BCI) systems due to the use of these signals
in the rehabilitation process of paralyzed patients in recent
studies. In this study, two different MI tasks were tried to be
differentiated by extracting time-domain and frequency-domain
features from 22 channel EEG signals and determining best
combination of important and distinctive features based on
statistical significance. MI EEG signals were supplied from BCI
Competition IV Dataset-Ila. These features were differentiated
using 25 different classification algorithms and 5-fold cross-
validation method. The repeatability of the results was examined
testing each algorithm 10 times. As a result, the highest average
accuracy rate of 60.69% was calculated in the Quadratic Support
Vector Machine (SVM) using all features and 62.52% in the
Ensemble Subspace Discriminant (ESD) algorithm using only the
selected features by the independent t-test. The results showed
that the independent t-test based feature selection increased the
performance in 20 classifiers, and decreased the performance
in 5 classifiers. Also, the effectiveness of the feature selection
method examined using the paired-sample t-test which is known
as repeated measures t-test. The significance value, p-value was
found as 0.04. Therefore, the independent t-test based feature
selection method is an effective feature selection method and is
providing the significant improvement in classifier performance.

Keywords—EEG signals; feature selection; frequency-domain
features; motor imaginary task classification; time-domain features

Ozetce—Motor Hayali (MH) elektroensefalografi (EEG) sinyal-
leri, bir 6zne, ashinda uygulamadan bir gorevi hayal ettiginde
elde edilir. Son yillarda yapilan calismalarda bu sinyallerin

felcli hastalarin rehabilitasyon siirecinde kullanilmasindan dolay1
MH EEG sinyallerinin dogru olarak coziilmesi beyin-bilgisayar
arayiizii (BBA) sistemlerinin tasariminda 6nemli bir rol oyna-
maktadir. Bu calismada, 22 kanallh EEG sinyallerinden zaman
alam ve frekans alam oOznitelikleri cikarilarak ve istatistik-
sel anlamlihga dayah olarak onemli ve ayirt edici ozelliklerin
en iyi kombinasyonu belirlenerek iki farklh MI gorevi ayirt
edilmeye calisiimistir. MI EEG sinyalleri, BCI Competition IV
Dataset-IIa’dan saglandi. Bu oznitelikler, 25 farkh simflandirma
algoritmas1 ve 5-kat capraz dogrulama yontemi kullamlarak
ayristirillmistir. Sonuclarm tekrarlanabilirligi, her bir algoritma
10 defa test edilerek incelenmistir. Sonu¢ olarak, en yiiksek
ortalama dogruluk oram tiim 6znitelikler kullanilarak Kuadratik
Destek Vektor Makinesinde (DVM) 60,69% ve sadece bagimsiz t-
testi ile secilen oznitelikler kullamlarak Topluluk Altuzay Ayirim
(TAA) algoritmasinda 62,52% olarak hesaplanmistir. Sonuclar,
bagimsiz t-testine dayali Oznitelik seciminin 20 smmiflandiricida
performansi artirdigini, 5 siniflandiricida ise performans: azalt-
tigim gostermistir. Ayrica, yinelenen olciimler t-testi olarak
bilinen bagimh o6rneklem t-testi kullamilarak oznitelik secme
yonteminin etkinligi incelenmistir. Anlamhilik degeri olan p-degeri
0.04 olarak bulunmustur. Bu nedenle, bagimsiz t-testine dayal
oznitelik secim yontemi, etkili bir 6znitelik secme yontemidir ve
siniflandiric1 performansinda 6nemli iyilestirmeler saglamaktadir.

Anahtar Kelimeler—EEG sinyalleri; oOznitelik secimi; frekans
alam oznitelikleri; motor hayali gorev sumflandirma; zaman alam
oznitelikleri

I. INTRODUCTION

The Brain computer interface (BCI) systems supplies an
interface between the human brain and external device for
converting the brainwaves of the subject into commands to
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Figure 1: The flowchart of the proposed study

external device [1]. BCI systems mostly based on electroen-
cephalography (EEG) signals which is electrical recording of
brain activities obtained by placing electrodes on the scalp.
The different types of EEG signals examined in research are
categorized as P300 evoked potential [2], steady-state visual
evoked potentials (SSVEPs) [3], and motor imaginary (MI).
MI EEG signals represent the neural activity that generates
when a subject voluntarily imagines implementing a movement
without actually performing it [1]. MI EEG signals have the
low signal-to-noise ratio and the variation of brain waves
between subjects, so these drawbacks make the processing
of signals as difficult task. Therefore, EEG-based automatic
detection algorithms have been started to be generated for the
discrimination of motor imaginary tasks in recent decades.
The traditional machine learning (ML) algorithms proposed
handcrafted feature extraction process in MI-BCI studies. MI
features can be extracted using three different categories based
on the domain in which data are processed: temporal fea-
tures, spectral features and spatial features. Temporal features
draw on time-domain using different time segments and time
points: mean, variance, Hjorth parameters, skewness, mean
absolute value, etc [4]. Spectral features consists of two main
groups which are frequency-domain features (power spectral
density (PSD) and fast Fourier transform (FFT) [5]) and
time-frequency features (short-time Fourier transform (STFT),
Wavelet transform (WT) [6] etc.). As spatial features, common
spatial pattern (CSP) [7] and its different versions [8] such as
filter bank common spatial pattern (FBCSP) [9] are mostly
used algorithms in MI BCI research studies. The selection of
effective features is one of the most important factors effecting
algorithm performance [10]. If a large number of features
are used together, the complexity of the classifier increases
and in some cases the performance of the classifier decreases
[11], [12]. In order to overcome this problem, different feature
selection methods have been proposed in the literature in the

analysis of physiological signals: statistical significance based
selection, backward elimination, forward selection, principal
component analysis (PCA), genetic algorithm (GA) [11]-[14].

Gaur et al. [15] proposed the subject specific multivari-
ate empirical mode decomposition (MEMD) based filtering
method to binary (left and right hand) classification of MI tasks
and obtained accuracy of 79.93% using BCI Competition IV
Dataset-Ila. In [16], the frequency bands were obtained based
on WT and CSP calculated for four MI task classification.
They found average accuracy of 64.4% using hierarchical
support vector machine (HSVM) algorithm. In another study
[17], the five-class MI task classification based on multi-
class CSP was proposed to differentiate finger movements
and classification accuracy calculated as 40.6%. Luo et al.
[10] used Wavelet packet decomposition (WPD) to obtain
frequency domain of EEG signals and features selected based
on Dynamic frequency feature selection (DFFS) method for
binary classification (left and right hand) of MI tasks. The
average accuracy of 68.32% was calculated by Random Forest
(RF) on BCI Competition IV Dataset-Ila.

In this study, a computer-aided approach is proposed to
differentiate EEG-based MI tasks from each other. It is aimed
to generate a successful classification algorithm extracting
various time-domain and frequency-domain features from EEG
signals. In this direction, it has been studied with 3 different
spectral features extracted from 5 different frequency bands
and 24 different temporal features. Also, the performance
improvement of statistical significance based feature selection
was investigated over time-domain and frequency-domain fea-
ture vector for binary classification. The extracted and selected
feature vectors were classified with various ML algorithms.

II. MATERIALS & METHODS

The block diagram representing the proposed approach is as
in Fig. 1.
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A. Dataset

In this study, processes were carried out using BCI Com-
petition IV Dataset-Ila, which is a publicly available dataset
in the literature [18]. This dataset includes EEG data from
9 subjects (4 female and 5 male). EEG signals were recorded
over two sessions on different days, and four different MI tasks
were performed: left hand, right hand, foot, and tongue. Each
session includes six runs separated by short breaks, and each
run also consists of 48 trials. These 48 trials were designed to
be 12 trials per MI task. As a result, 288 trials were performed
in one session for one subject. In recording of EEG signals, 22-
channel EEG data were acquired using Ag/AgCl electrodes and
sampled at 250 Hz. The signals are band-pass filtered between
0.5 Hz and 100 Hz and an additional 50 Hz notch filter is
applied to suppress line noise.

B. Feature Extraction

The EEG segments where the MI tasks are performed
are separated from the EEG signals and the time domain
and frequency features are extracted to design a successful
classification algorithm. The features used in the study are as
follows based on time domain and frequency domain grouping.

e Time-domain features: Various features based on the
amplitude and statistical changes of the EEG signals
(Figure 1)

e Frequency-domain features: Energy, variance and en-
tropy values of delta, theta, alpha, beta and gamma
frequency bands

Time-domain feature extraction process use the 24 different
feature including information about amplitude and statistical
changes of the EEG signals [19]-[24]. Fig. 1 defined all time-
domain features used in the study.

Frequency-domain feature extraction process use the fre-
quency distribution embedded in the EEG signal. The EEG
signal consists of five fundamental frequency bands based on
the frequency range. These frequency bands are classified as
delta (0.5-4Hz), theta (4-8Hz), alpha (8-13Hz), beta (13-30Hz)
and gamma (>30) waves. In this study, each EEG channel was
separated into frequency bands using FFT [19], and energy,
variance and entropy values of delta, theta, alpha, beta and
gamma bands were calculated.

Energy feature of each frequency band based on power spec-
trum calculated as

M
Energy = Zy(2)2 (D
i=1

Here, y corresponds to the Fourier transform of the signal and
M corresponds to the maximum frequency. Variance of the
each frequency band calculated as follows

M

1
1 2 i) ©)

i=1

Variance =

y indicates the average of the y signal.
The regularity of power spectrum of EEG signal measured and
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this is known as spectral entropy. The entropy values of each
frequency band calculated as

b
log(M)

WE

Entropy = P(y(i))log(P(y(i)) (3)

i=1

p(y(i)) denotes the probability that the signal is in the given
frequency range.

A data set consisting of 2592 samples from a total of 528
features was obtained by extracting 24 different time-domain
features for each of the 22 EEG channels. In addition to the
time domain features, 3 different frequency domain features
were extracted for each frequency band from all 22 EEG
channels, and a data set consisting of 2592 samples from a total
of 330 features was obtained. Thus, the feature vector consists
of a total of 858 features by combining 528 time domain and
330 frequency domain features.

C. Feature Selection based on Statistical Significance

The main purpose of feature selection is to define the
features that will enable the highest discrimination between
the groups of interest and minimize the classifier complexity
[12]. In this paper, the statistical significance based feature
selection used to find the best combination of time-domain
and frequency-domain features which provide the best dis-
crimination of the MI tasks for each sample. The statistical
significance-based feature selection method used in this study
was also applied in other BCI studies [12]. The independent t-
test, that is mainly used to indicate significance of differences
between measures of two different groups was used in the
study because two MI tasks were tried to be classified. Thus,
the effect of the independent t-test based feature selection
method with time-domain and frequency domain EEG features
on the performance of MI task classification was investigated.
The p-values were calculated to observe statistical signifi-
cances. The statistical significance level («) define as 0.05
and the features that provide statistical evidence range were
determined and applied as the input data for classifiers.

D. Classification

In the study, the performances of the feature sets, in which
all features are used and statistically significant features are
used, are tested with various classifier algorithms. Training
and test data groups were separated using the 5-fold cross-
validation method from the feature sets. 25 different classifier
algorithms, which are widely used in the literature [25], were
processed for the binary (right hand and left hand) MI task
classification of feature sets. Each algorithm was evaluated
10 times to ensure the repeatability of the results. Average
accuracy values of 10 evaluations calculated using true posi-
tives (TP), (true negatives) TN, false positives (FP) and false
negatives (FN) values which are extracted from confusion
matrix. Sensitivity and specificity performance metrics were
also used for the algorithms for which the maximum accuracy
value was calculated. The following equations were used in
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Figure 2: Statistical significance test results based on p-values of time-domain and frequency-domain features

the calculation of these metrics [11], [25]:

TP+ TN
Accuracy (%) = TPLTN+FPLFN x 100 (4)
TP
TN

The effect of independent t-test based feature selection
on classifiers performance was examined using the repeated
measures t-test. The paired-sample t-test compares the test
results of all features applied and feature selected features. It
was applied to examine whether there is a significant change
between the first scenario and the second scenario based on
p-value.

III. EXPERIMENTAL RESULTS

In this study, a method based on the selection of statistically
significant features and classification of this selected feature
vector with different algorithms is proposed for MI task clas-
sification. The feature extraction and classification processes
in the study were carried out in MATLAB application. The
software package "IBM SPSS Statistics 25" which is probably
the most common program in statistical analysis was used to
apply independent t-test and find p-values that indicate sta-
tistical significance. In the first scenario, all time-domain and
frequency-domain features were used, in the second scenario,
statistically significant features were determined using inde-
pendent t-test. The results of the independent t-test are given

1st Scenario 2nd Scenario

Model Accuracy (%)

Fine Tree 53.60 53.50

Medium Tree 54.90 56.60

Coarse Tree 55.90 57.20

Linear Discriminant Analysis 54,90 61.70
Quadratic Discriminant Failed 56.90

Logistic Regression 55.80 61.90

Gaussian Naive Bayes 50.20 56.20

Kernel Naive Bayes 52.50 55.90

Linear Support Vector Machine 60.42 61.18
Quadratic Support Vector Machine 60.69 58.54
Cubic Support Vector Machine 57.75 57.26

Fine Gaussian Support Vector Machine 49.80 49.20
Medium Gaussian Support Vector Machine — 56.30 57.60
Coarse Gaussian Support Vector Machine 54.60 60.00
Fine K-Nearest Neighbours 49.70 52.30
Medium K-Nearest Neighbours 48.70 54.40
Coarse K-Nearest Neighbours 51.60 56.10
Cosine K-Nearest Neighbours 50.10 54.40
Cubic K-Nearest Neighbours 49.60 53.50
Weighted K-Nearest Neighbours 49.00 54.30
Ensemble Boosted Trees 59.00 59.20
Ensemble Bagged Trees 53.83 57.10
Ensemble Subspace Discriminant 59.87 62.52
Ensemble Subspace K-Nearest Neighbours 53.48 53.35
Ensemble RUSBoosted Trees 54.36 56.60

Table I: Binary classification performance of the time-domain
and frequency-domain features and effectiveness of the inde-
pendent t-test based feature selection.
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Number of . Feature . ACC SEN SPE
Study Dataset Channels Feature extraction selection Classes Classifier (%) (%) (%)
BCI  Competition 2 EEG (C3 Left  hand,
(101 IV Dataset-Ila and C4) WPD DFES Right hand RF 6832 NA - NA
BCI  Competition MEMD and Sample Left hand, . .
[1s] IV Dataset-Ila 22 EEG covariance matrix N/A Right hand Riemannian geometry  79.93 N/A N/A
BCI  Competition Left  hand,
[16] 22 EEG WT and CSP N/A Right hand, HSVM 64.40 N/A N/A
IV Dataset-Ila
Feet, Tongue
[17] MISCP 21 EEG Multi-class CSP N/A Five fingers SVM 40.60 N/A N/A
- . . Left hand, . o
[26] BCI  Competition 22 EEG Time-domain ANOVA Right hand, Lmear' Discriminant 44.00 4430 1431
IV Dataset-Ila features Analysis
Feet, Tongue
- Time-domain  and 5
This study ﬁ,ci)ataf;r_‘}f:““o“ 22 EBEG Frequency-domain If‘l‘;g’e“dem Iﬁfgn hazg“d’ ESD 6252 6451  60.65

features

Table II: Comparison of motor imaginary task classification studies with the results of the proposed study. ACC, SEN, and SPE

are the accuracy, sensitivity, and specificity, respectively.

in Fig. 2 for all features. The red line indicates p=0.05 value,
p-values below that line indicate significant and discriminative
features. According to the results of the statistical analysis
based on the independent t-test, 71 out of 858 features yielded
a significant p-value. The extracted and selected feature sets
were tested 10 times using 25 different classifier algorithms
and 5-fold cross-validation. Average accuracy values of all
repeated tests were evaluated and are given in Table 1. In
the first scenario, the highest 60.69% average accuracy value
was achieved using Quadratic Support Vector Machine (SVM)
algorithm and in the second scenario, the highest 62.52%
average accuracy value was achieved using the Ensemble
Subspace Discriminant (ESD) algorithm developed under the
Ensemble Learning classification.

IV. DISCUSSION AND CONCLUSION

The aim of this study is to investigate the effects of
statistically significant time-domain and frequency-domain fea-
tures on binary classification of MI tasks. According to the
Table I, when the scenario in which the features selected
as statistically significant by independent t-test is used is
compared with the scenario where all the features are used,
it is seen that the performance increased in 20 classifiers, and
the performance decreased in 5 classifiers. According to the
classifier performances, the independent t-test based feature
selection process generally improves the performance of the
the classifier but it is difficult to reach a general decision.
Therefore, the repeated measures t-test was used to check
whether significant difference between scenario 1 and scenario
2. The paired-sample t-test applied to compare the results of
scenarios. The p-value was calculated to determine statistical
significance. The paired-sample t-test found the p value of
0.04. As p value less than 0.05 indicates that there is a
significant difference between the two groups compared. As
a result, the independent t-test is effective feature selection
method that improves the classifier performance and using of
this method generates a significant difference in classification.

When the experimental results obtained in this study are
compared with other studies in the literature that classify
binary and multi-class MI tasks (Table II), it is seen that
the highest classifier performance obtained in this study is
lower than other studies. However these studies examined in
detail, it was observed that either a more complex feature
selection algorithm was used or EEG channel selection was
applied simultaneously in other studies [10]. In multi-task
classifications, the discernibility of motor imaginary tasks
decreases [16], [17], [26]. In the Table II, the information
about which EEG channels, the feature extraction methods,
the feature selection algorithms and classifier algorithms were
used in the related studies are also given in detail. In further
studies, it is aimed to improve the classification performance
by using channel selection, different feature extraction methods
and effective feature selection algorithms such as GA.
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