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Abstract—Vagus nerve stimulation (VNS) has been used in the
treatment of epilepsy and depression for more than 20 years.
Although the invasive cervical method is the most preferred appli-
cation, side effects such as cough, voice change and hoarseness can
be seen due to negative effects on the recurrent laryngeal nerve (a
branch of the vagus nerve). Auricular VNS has been preferred
recently due to its non-invasiveness, but uncertainty about the
stimulation parameters continues. We tested the hypothesis that
auricular VNS can affect voice and its features indirectly via
afferent nerve connections reaching the nucleus tractus solitarius.
Two patients previously using auricular VNS device for different
diseases were requested to record their voices before and after the
stimulation. Their devices (Vagustim™) were changed with new
version to check the usage of the patients. Sound recordings at
different VNS frequencies (1-150 Hz) were collected by a mobile
phone and analyzed with Praat and our MATLAB algorithm.
Fundamental frequency (f0), jitter, shimmer, and harmonic to
noise ratio (HNR) owere evaluated. The alteration was highest
at 100 Hz and 30 Hz VNS for the male and female patients
respectively. Audio recordings before and after 30 Hz (for female)
and 100 Hz (for male) VNS at different durations (5-30 min)
on different days were repeated and compared by Praat and
our algorithm. Some discrepancy between the parameters jitter,
shimmer, and HNR are detected between the algorithms, which
is accounted to the fact that it is not standardized whether the
algorithm uses only a specific part of the input signal or the whole
signal. However, when the ratio of change of these parameters
are considered, fundamental frequency and the HNR were found
to be highly consistent for developing an algorithm to govern the
stimulation parameters in an automated way. Furthermore, the
same ratios for jitter and shimmer are also promising after some
improvement to be included in such an algorithm. These results
suggest that auricular VNS can affect voice and its parameters,
but this change is related with stimulation parameters. It seems
necessary to develop specific software and algorithms that can
detect this change well.

Keywords—auricular vagus nerve stimulation; parameter opti-
mization; sound analysis; algorithm; software

Ozetce—Vagus sinir uyarnm (VSU), epilepsi ve depresyon
tedavisinde 20 y1li askin siiredir kullanilmaktadir. Invaziv servikal

yontem en cok tercih edilen uygulama olmasina ragmen rekiirren
laringeal sinir (vagus sinirinin bir dal) iizerindeki olumsuz
etkilerinden dolay1 oksiiriik, ses degisikligi ve ses kisikhigi gibi
yan etkiler goriilebilmektedir. Aurikiiler VSU, non-invaziv olmasi
nedeniyle yakimm zamanda tercih edilmeye baslanmistir, ancak
stimiilasyon parametreleriyle ilgili belirsizlik devam etmektedir.
Aurikiiler VSU’nun niikleus traktus solitarius’a ulasan afferent
sinir baglantilar1 yoluyla sesi ve ozelliklerini dolaylh olarak
etkileyebilecegi hipotezini test ettik. iki yazar aurikiiler VSU
cihazim (Vagustim™) kullandilar ve stimiilasyondan once ve
sonra seslerini kaydettiler. Farkhh VSU frekanslarindaki (1-150
Hz) ses kayitlar1 bir cep telefonu ile toplanmis ve Praat yazilimi ve
MATLAB algoritmamiz ile giinliik olarak analiz edilmistir. Sesin
temel frekansi veya perdesi (f0), jitter, shimmer ve harmonik
giiriiltii oram1 (HNR) degerlendirildi ve degisiklik her birey icin
100 Hz ve 30 Hz’de (VSU frekansi) en yiiksek bulundu. Bir birey
icin 30 Hz VSU ve diger birey icin 100 Hz, farkh siirelerde
(5-30 dk) VSU oncesi ve sonrasinda farkh giinlerde ses kayit-
lar1 tekrarlanarak Praat ve algoritmamiz ile karsilastirilmistir.
Algoritmalar arasinda jitter, shimmer ve HNR parametreleri
arasinda bir miktar tutarsizlik tespit edildi; bu durumun, algorit-
manin, sinyalin yalmzca belirli bir kismin1 m1 yoksa tiim sinyali
mi kullandigimin standartlastirlmadigi gercegine bagh oldugu
diisiiniildii. Bununla birlikte, bu parametrelerin degisim oram
goz Oniine alindiginda, temel frekans ve HNR’nin, stimiilasyon
parametrelerini otomatik bir sekilde yonetmek ve bir algoritma
gelistirmek icin oldukca tutarh oldugu bulundu. Ayrica, jitter ve
shimmer icin benzer oranlar da, boyle bir algoritmaya dahil edile-
cek baz iyilestirmelerden sonra umut verici olabilir. Bu sonuclar
aurikiiler VSU’nun sesi ve parametrelerini etkileyebilecegini,
ancak bu degisikligin stimiilasyon parametreleriyle ilgili oldugunu
diisiindiirmektedir. Bu degisikligi iyi tespit edebilecek spesifik
yazihmlar ve algoritmalar gelistirmek gerekli goriinmektedir.

Anahtar Kelimeler—aurikiiler vagus sinir stimiilasyonu; parame-
tre optimizasyonu; ses analizi; algoritma; yazilim

I. INTRODUCTION

As a neuromodulation method, vagus nerve stimulation
(VNS) was first used in the treatment of drug-resistant epilepsy
and in more than 20 years of study, VNS has consistently
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demonstrated its efficacy. Adverse events with VNS treatment
are rare and include surgical adverse events (infection, vocal
cord paresis, etc.) and stimulation side effects (hoarseness,
voice change, cough). There is a need for the development
of VNS, like closed-loop and non-invasiveness, to reduce side
effects and increase efficacy [1]. In cervical invasive VNS,
electrode of the device that wraps the vagus nerve, stimulation
itself and surgical complications can affect vocal cords and
voice. Hoarseness is the most common side effect after the
VNS implantation. VNS can affect the voice and reduce vocal
cord motion on the implantation side. Laryngeal side effects
seem to be proportional to the current amplitude, frequency
and duration of stimulation [2], [3]. In contrast to non-invasive
VNS methods (cervical and auricular), invasive procedure is
associated with laryngeal muscle activation and induces voice
modifications, well-known side effects of the therapy resulting
from co-activation of the recurrent laryngeal nerve (a division
of vagus nerve for larynx muscles and voice production).
This situation causes laryngeal motor evoked potentials and
it might be useful as a marker of effective nerve activation,
and as an aid for the clinician to perform a more rational
titration of VNS parameters [4]. Sound analysis might also
be used to evaluate VNS but the knowledge is less and there
are dissimilar opinions about its acceptance. Kochilas et. al.
used jitter, shimmer, and harmonic-to-noise ratio as vocal
measures and said that electrical stimulation of the vagus
nerve had no long-term adverse effects on vocal function [5].
However, Charous et. al. declared that hyperstimulation of
the affected vocal cord was observed during vagal stimulation
with paramedian positioning, vocal fold tensing, and loss of
mucosal wave. Increase in jitter and shimmer was consistent
while the epilepsy patients were under stimulation. Vagal nerve
implantation devices create significant but well-tolerated vocal
side effects [6]. It can be seen that the change in voice is
mostly interpreted as a side effect of VNS components [7],
[8]. Kersing et. al. analyzed phonation in epilepsy patients
during VNS and detected slight increase in mean fundamental
frequency [9]. Saibene et. al. found a significant increase in
the values of jitter, shimmer and noise-to-harmonic ratio during
VNS activation in their study with epilepsy patients and stated
that acoustic analysis was deteriorating [10]. In the study of
Van Lierde et al., jitter, shimmer and harmonics-to-noise ratio
values were high in VNS group without stimulation (in rest
condition) according to control group. During stimulation the
fundamental frequency is significantly increased in VNS group
[11]. Dyspnea and dysphonia, can persist even with VNS
deactivation in invasive cervical method so the change in voice
is not only related with stimulation [12]. Both implantation
and stimulation-related side effects can be seen in epilepsy
patients receiving VNS treatment. The adverse effects appear
to be due to recurrent laryngeal nerve paralysis related vocal
cord hypofunction and stimulation related vocal fold spasms
[13]. Furthermore it is stated that VNS can reduce vocal cord
motility and recurrent laryngeal nerve stimulation can be used
for laryngeal dystonias [14], [15].

Auricular VNS is a new method compared to its invasive
counterpart and has minimal (redness, itching on the ear) side
effects. It has been used and investigated for several disorders,

including epilepsy, depression, chronic pain, and inflammation.
Beside the little side effects, auricular VNS is also noninvasive,
so the surgical complaints do not exist. Tragus and concha
regions are mostly innervated by the auricular branch of the
vagus nerve and the afferents originating from this area termi-
nate on the nucleus tractus solitarius like the cervical branch
[16]-[19]. The present case study was planned to investigate
the effects of auricular VNS on sound parameters. We tested
the hypothesis that auricular VNS can make a change on voice
and whether this change is dependent to stimulation parameters
or not. In addition, we created an algorithm and compared it
with a known sound analysis software afterwards.

II. METHODS
A. Clinical Characteristics of the Subjects

Two patients participated in the study. The male was 39
years old and has been using Vagustim device (Fig. 1), unreg-
ularly for tension type headache for three years. He had been
applying the therapy one or two times per week and 20 or 30
minutes for one session. The 36 years old female patient was
using the same device for bruxism and left temporomandibular
joint disorder. She stated that she had no jaw pain during the
6 months of using the device and she was applying it twice a
week for 20 minutes.

B. Procedures

The subjects were informed of the intervention and they
agreed to record audio and free exchange with new versions
of devices. The new version of the device is used to check the
usage of the patients (Fig. 1). The new device is controlled by
a mobile app and the stimulation data can also be collected.
The stimulation was applied from tragus and concha regions as
bilateral, biphase, and with 300 us pulse duration. The patients
were requested to record their voices before and after the
stimulation and do one treatment per day. Sound recordings
at different VNS frequencies (1-150 Hz) were collected by
a mobile phone and analyzed in a daily routine with Praat
software and our MATLAB algorithm. The samples for testing
the algorithm against Praat are simply human voice recordings
while reading out the sound "a" for 5-10 seconds. These
samples were collected using smartphones as mono sound with
48kHz sampling rate. Voice changes were highest at 100 Hz
and 30 Hz (frequency of the VNS) for the male and female
patients respectively. In addition, as the duration increases,
the female patient started to report nausea at 30 Hz and the
male patient started to report fullness in the ear at 100 Hz.
Therefore, audio recordings before and after 30 Hz (for female)
and 100 Hz (for male) VNS at different durations (5-30 min)
on different days were repeated.

III. RESULTS

In the assessment of the effect of auricular vagus stimulation
on human voice characteristics, four parameters of voice
were taken into account. These are namely the fundamental
frequency or pitch (f0), jitter, shimmer, and harmonic to noise
ratio (HNR).
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Figure 1: Vagustim device used in the study. The older version is on the top left and the used version is on the top right. The

application on the ear is shown on the bottom

Among these parameters, fO is simply the number of times
the sound wave is produced per second. This parameter
may differ depending on many different factors including the
gender, age, and health conditions, and even time of the day
or state of mind. Jitter and shimmer, on the other hand, are
two different parameters related to the disturbances in the
frequency and the amplitude, respectively, of the produced
sound. While jitter defines the amount of the change in the
successive periods in the sound signal, shimmer measures the
amplitude variation of the same (Fig. 2). Finally, harmonic to
noise ratio measures the power ratio between the harmonic
components of the sound signal and the noise components.

For all these parameters, the widely used sound analysis
software Praat provides different types of calculations. In the
case where the fundamental frequency is of consideration,
there is only the mean, median, minimum and the maximum
values of the pitch detected, and also the standard deviation
calculated. However, for jitter, shimmer, and HNR, there are
different ways of representation. While all these different ways

of calculations basically measure the same characteristics,
the main difference stems from the ways of expressing the
measurement. As an example, the jitter can be expressed as
local, absolute which is the average variation of the period
given in us, whereas local jitter gives the same average period
variation as the percentage of the average period. In this work,
since the main goal is to develop an algorithm based on
detection of the voice characteristics from sound records rather
than duplicating Praat results, only one type of calculation for
each parameter is chosen. We expressed the pitch as the median
pitch, jitter as local, absolute jitter, shimmer as local (%) and
finally calculated the harmonic-to-noise ratio in dB.

In order to extract these parameters using the custom MAT-
LAB algorithm, we used the audio toolbox and signal pro-
cessing toolbox of MATLAB along with the basic functions.
The stimulation frequencies are set to 30 Hz for female and
100 Hz for the other, after a scan of the available frequency
ranges by the used device. Afterwards, the pitch of these
mono-sounds were extracted using the built-in functions in
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Figure 2: Jitter and shimmer representation

audio toolbox. The extraction of the pitch is followed by
finding out the jitter, shimmer, and the HNR of the speech
signal. In order to calculate these parameters, the signal is
first divided into segments of 200ms (Fig. 3). This is done
in order to make the detection of the sound peaks, which
correspond to the exact moments of sound production easier.
Then, the jitter and shimmer of each segment is calculated by
finding the aforementioned peaks, and using these peaks to
detect the consecutive variations of amplitude and period. In
the following step, this speech segment is translated into the
frequency domain using Fourier transform in order to calculate
HNR. On this frequency spectrum, as suggested by Shama
et.al., only the harmonics lower than 5 kHz were taken into
consideration and the rest of the spectrum is considered as
noise signal [20]. Furthermore, for the simplicity of calcula-
tions, it is assumed that harmonic part and the noise part do not
have any contribution to each other. This way, the calculations
are done for each segment and stored in an array assigned
to each parameter. After scanning through all these segments,
the average jitter, shimmer, and HNR of these segments are
provided as the resultant values.

In the comparison between the MATLAB algorithm and
Praat software, we kept two things in mind. Firstly, different
algorithms can work on different ways in terms of the used
segment of the input voice. That is, while some algorithms use
the whole input signal to calculate the sound characterization
parameters, others choose to stay on the safe side by analyzing
the most stable part, which mostly coincides with the middle
part of the signal. Secondly, as mentioned earlier by Oller
and Ternstrom, for the case of HNR calculation, even the
formulation is not standard [21]. Considering these two facts,
and without clear information on the algorithm of Praat, we
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Figure 3: A 200ms segment of the speech signal

did not compare the exact results of jitter, shimmer, and HNR
with the Praat results. We calculated the ratio between before
and after the stimulation for each parameter. In Fig. 4 and Fig.
5, it can be seen clearly that auricular vagus stimulation affects
the characteristics of the voice signal. On the other hand, in
Fig. 6 and Fig. 7, the comparison between the change ratios
obtained in each parameter can be found. These foundings can
also be observed in Table I and Table II.
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Figure 4: Change in voice parameters with 30Hz stimulation.
Numbers 1-8 denote the trial number

Several deductions can be made from the data presented in
these figures and tables. First of all, it is clear that auricular va-
gus stimulation causes some changes in the parameters which
determines the characteristics of the voice signal. However, it
is still necessary to analyze how these changes occur. Secondly,
if we compare the calculations by two algorithms parameter
by parameter, it is clear that the best performance of the
custom audio analysis algorithm is achieved in detecting the
fundamental frequency of the signal. This is followed by the
HNR findings, where the largest difference between Praat and
our algorithm is below 15%, and the average is only 6.13%.
The average difference for jitter and shimmer measurements,
on the other hand, are 24.18% and 21.15%, respectively. These
values are summarized in Table III.
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Figure 5: Change in voice parameters with 100Hz stimulation.
Numbers 1-7 denote the trial number
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Figure 6: Change ratios in all four parameters via Praat and
the custom MATLAB algorithms for user 1, where stimulation
frequency was 100Hz
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Figure 7: Change ratios in all four parameters via Praat and
the custom MATLAB algorithms for user 2, where stimulation
frequency was 30Hz
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1.0701
0.7363
1.5905
1.0979
1.1519
1.2406
1.3721

Measurement

Diff.
2.8023

6.9249
2.2346
0.9548
14.8794
6.8058
12.0963

Diff.
18.8616
13.2566

Diff.
20.4835

(Praat)
0.9284
1.1815
0.9145
0.9016
0.9861
0.9731
0.9175

Number

1.0890
0.9832
0.8170
0.9456
0.8382
0.8212
1.0833

1.0593
1.0563
0.8357
0.9366
0.9847
0.8812
0.9664

1.2719
0.8339
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0.8395
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1.4398
1.1633
1.7272
1.1081
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0.0843
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0.0726
0.0837
0.2432
0.1163
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1.1825
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0.9023
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0.9707
0.9186

27.8037
21.3379
10.8629
16.9560
33.7893
6.8342

2

12.8990
10.7919

1.3853
1.2165
1.3801
1.0562
1.3196

1.2987
0.9946

19.8036
14.8631

5
6

1.2909
1.1894

3.8232

Table I: The maximum and average differences detected between two algorithms for each parameter
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