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Learning-Based Image Rendering
Ogrenme Tabanli Goriintti Isleme
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Abstract—Image rendering is essential study field for computer
science, robotics, and augmented reality. In the last decade, the
increase in the graphics processing power of computers and the
widespread use of deep learning networks have led to deep learn-
ing networks being at the heart of the studies on image rendering.
The use of deeper networks improves the visual representation
ability of the trained models and gives them the ability to render
high quality images. In this study, various information is given
about subjects such as image rendering, obtaining 3D data from
2D data, 3D image rendering, differentiable rendering and recent
studies on this subject.

Keywords—computer vision; depth image; point cloud genera-
tion; differentiable rendering

Ozetce—Goriintii  igleme, bilgisayar bilimleri,robotik ve
artirllmis gerceklik gibi calisma alanlan icin oldukca dnemlidir.
Son on yilda, islem yetenegi ve islem giicii artan GPU’lar
sayesinde derin 68renme ,yapay sinir aglar1 ve goriintii isleme
konular1 aym ¢calismalarin icinde daha fazla kullamlmaya baslan-
mistir.Artan islem giicii ile birlikte daha derin ve kompleks mod-
eller egitilebilmektedir.Bu calismada goriintii isleme,2B veriden
3B veri elde etmek , 3B goriintii isleme ve tiirevlenebilir isleme
gibi konular hakkinda ve son zamanlarda bu konu ile ilgili
yapilan cahismalar hakkinda cesitli bilgiler verilmektedir.

Anahtar Kelimeler—bilgisayar grafikleri; derinlik; nokta bulutu
iiretme; tiirevlenebilir isleme

I. INTRODUCTION

In computer science, data is kept in matrices of different
sizes. Image rendering aims to extract meaningful visuals
from these matrices. Recent studies with image rendering, 3D
rendering, and differentiable rendering in the computer science
community are mentioned in this study.

The minimum number of coordinates required to specify
a point on an object is called dimension. Lines are one-
dimensional because they lie on a single axis. Visuals are 2-
dimensional because a point on the image is specified with two
coordinates, x, and y-axis. Three-dimensional objects are x,y
and z it is specified with three coordinates. What distinguishes
2-dimensional and 3-dimensional objects from each other is
that 3-dimensional objects are additionally specified with z
coordinates. Three-dimensional space is the name given to the
medium that has width, height, and depth information [1].

Datasets with known depth information and camera intrinsic
parameters are more suitable for use for 3D studies. This is
because they can be represented more accurately and easily
in 3D space by utilizing depth information. By using depth
information, the object can be represented in 3D space. Objects
represented in 3D space can be transferred back to 2D space
after the desired transformation processes are performed [2].

Rendering is the process of obtaining an image from 2D
or 3D data. The resulting image is called a rendered image.
It is one of the sub-topics of computer graphics and has an
essential place in computer graphics. It is a method needed and
used in many different sectors,not only in computer graphics
but also in architecture, marketing, construction,3D mapping,
video games, etc. Usually, a 2D render is obtained from 3D
data. Information such as the geometry of the 3D data, camera
perspective, and lighting must be known [3].

One of the missing aspects of the rendering process is that
it is not possible to propagate back through the render output
after the render output is taken. As a solution to this problem,
the differentiable rendering [4] process has been developed.
In the differentiable rendering process, it is possible to return
over the render output.

II. MATERIALS & METHODS

A. The Image Depth and Depth Completion

In computer vision, the concept of depth is the information
about the distance of an object. The depth map is the image
that indicates the depths of all things in an environment. Today,
it is possible to create a depth map with various methods (laser
scanning devices, cameras that can measure depth, and similar
tools). It is essential for studies. It is so important because it is
much easier to represent 2D data with depth information 3D.
Not all cameras capable of measuring depth give successful
results. These cameras are sufficient to help get an idea about
depth information, but they create some missing regions in the
depth map for critical studies. These missing regions cause the
3D representation to be missing during the 3D representation
for 3D studies and reduce the work’s efficiency (Fig. 1). Due
to this problem, various depth map completion algorithms have
been developed [5]-[7].
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Figure 1: Depth completion

These smart algorithms have been developed to complete
the missing regions in the depth map. Depth maps completed
using these algorithms are more suitable for 3D studies.

B. Point Cloud

A point cloud is a representation of an object as points in 3D
space.Points are positioned according to depth information and
camera intrinsic values in the 3D coordinate system. By using
the all points in 3D space, the whole object can be observed.
A point cloud is a very nice tool for examining and studying
a 3D object. The object can be examined from all angles, and
points can be manipulated according to the work to be done.
It is possible to create a colored point cloud [8] in data with
RGB-D (color and depth) knowledge. Nowadays, the process
of creating a point cloud is relatively easy when enough data
is available. Various algorithms are available for this process.
These algorithms ensure that 3D data is represented with points
(Fig. 2) [9], [10].

C. Differentiable Rendering

Image rendering is one of the cornerstones of computer
vision. This is because data can be represented visually. The
work area is pervasive and is used in almost all studies
related to computer vision. Although it is used frequently,
image rendering has some problems. At the beginning of
these problems are the losses that occur when the 2D render
output passes back to the 3D space. Since there is no back-
propagation after rendering, it is impossible to return to the
3D space without loss. This problem has been solved with
differentiable rendering [4]. With the differentiable rendering
process, it becomes possible to return to the 3D space when
necessary after rendering by relating the properties of the 3D
scene. Differentiable rendering has become a very popular field
of the study recently. It has been used in many studies.Some
of these studies are, NeRF [11] work that makes 3D scene
estimation by spreading back the data such as light, opacity
from the 2D images, SynSin [12] is the estimation of the
image that will be formed when the camera perspective of

the 2D image is changed, Pytorch3D [8] work that creates
colored point clouds in 3D space and returns from these point
clouds back to 2D space, deep learning based 3D rendering
work using Cuda cores [13]. It seems that its popularity will
continue to increase.

III. RESULTS & DISCUSSION

These days, when the importance of learning-based methods
is better understood, computer vision, deep learning, machine
learning, and computer graphics have become fields of study
where it is inevitable to use them together. Differentiable
rendering strengthens the connection by increasing the rela-
tionship between these fields of study. Differentiable rendering
will be the main subject of computer vision studies to be made
in the future. The reason for this is that it allows learning-
based studies because it pushes back-propagation possible.
With this advantage, it is likely that studies on such as scene
estimation, pose estimation, 3D visualization errors, and 3D
optimization will increase. The development of these fields of
work will allow the direct action of many industries (architec-
ture, marketing, construction, 3D mapping, video games, etc.).
Therefore, it will be a method that will raise many sectors,
especially learning-based 3D rendering studies and computer
vision studies, to much more advanced levels than they are
now.

IV. CONCLUSION

As a result, differentiable rendering and learning-based
image rendering should be studied for 3D studies in these times
when computer vision is gaining importance. Anyone work-
ing in computer graphics, deep learning, or computer vision
should know about differentiable rendering and learning-based
rendering.
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Figure 2: RGB-D image to point cloud
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