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Abstract—One of the most important signals in the field of
biomedicine is audio signals. Sound signals obtained from the
body give us information about the general condition of the body.
However, the detection of different sounds when recording audio
signals belonging to the body or listening to them by doctors
makes it difficult to diagnose the disease from these signals. In
addition to isolating these sounds from the external environment,
it is also necessary to separate their sounds from different parts
of the body during the analysis. Separation of heart, lung and
abdominal sounds will facilitate digital analysis, in particular.
In this study, a dataset was created from the lungs, heart and
abdominal sounds. MFCC (Mel Frekans Cepstrum Coefficient)
coefficient data were obtained. The obtained coefficients were
trained in the CNN (Convolution Neural Network) model. The
purpose of this study is to classify audio signals. With this
classification, a control system can be created. In this way,
erroneous recordings that may occur when recording physicians’
body voices will be prevented. When looking at the results, the
educational success is about 98% and the test success is about
85%.

Keywords—body sounds; mel frequency cepstrum coefficients;
deep learning

Ozetce—Biyomedikal alamindaki en 6nemli sinyallerden birisi
ses sinyalleridir. Viicuttan elde edilen ses sinyalleri bize viicudun
genel durumu hakkinda bilgi verir. Ancak, viicuda ait ses sinyal-
lerini kaydederken veya doktorlar tarafindan dinlenirken farkh
seslerin algilanmasi, hastaligin bu sinyallerden teshis edilmesini
zorlastirir. Bu sesleri dis ortamdan izole etmenin yam sira,
analiz sirasinda viicudun farkh bélgelerinden gelen seslerini de
ayirmak gerekir. Kalp, akciger ve karin seslerinin ayrilmasi,
ozellikle dijital analizi kolaylastiracaktir. Bu calismada akcigerler,
kalp ve karin seslerinden bir veriseti olusturulmustur. MFCC
katsay1 verileri alinmistir. Elde edilen katsayllar CNN modelinde
egitilmistir. Bu calismanin amaci ses sinyallerini siniflandirmaktir.
Bu smiflandirma ile bir kontrol sistemi olusturulabilecektir.
Bu sayede hekimlerin viicut seslerini kaydederken olusabilecek
hatal kayitlarin oniine gecilecektir. Sonuclara bakildiginda egitim
basaris1 %98, test basarisi ise %85 civarindadir.

Anahtar Kelimeler—viicut sesleri; mel frekansi spektrum kat-
sayisulary; derin ogrenme

I. INTRODUCTION

The processing and analysis of biomedical signals is of great
importance for technologies in the field of health. Sound sig-
nals, on the other hand, are an important signal that allows us to

have general information about the body [1], [2]. Sound signals
in the body are provided by auscultation [3]. Auscultation is
the process of listening to intra-body sounds with the help
of a stethoscope for the diagnosis of a disease, for checking
the functioning of organs [4]. Auscultation is a procedure that
provides basic information about the condition of the body due
to an ailment or during a routine examination. The sounds of
the heart, lungs, abdomen and other organs are tested in a kind
of resting way. As a result of listening, a general knowledge
of the person’s condition is obtained.

We can listen to many sounds from the body. But although
we know a little about which region they belong to, we may
not be able to understand how much other sounds in the
body interfere with the sounds we listen to. On the other
hand, it is more convenient and advantageous to understand
and distinguish body sounds in a digital environment than to
diagnose with a stethoscope.

There are many studies on body sounds in the literature. In
the study conducted on the diagnosis of Chronic Obstructive
Pulmonary Disease (COPD) using lung sounds, the Second
Degree Difference Plot (SODP) analysis method was used.
Deep Belief Networks (DBNs) are combined with this method.
The binding of 3D-SODP quantification properties together
with DBN separated lung sounds from different COPD levels
with high classification performance rates of 95.84%, 95.84%,
93.34% and 93.65% for accuracy, sensitivity and specificity,
respectively [5]. Another study focused on the most common
lung sounds, wheeze and crackle. The data was collected
with a custom mobile phone application and an electronic
stethoscope. 284 Data received from patients with was detected
ROC (Receiver Operating Characteristic) curves with AUCs
(Area Under the Curve) of 0.86 for wheeze and 0.74 for
crackle. according to the data taken from 284 patients, 0.86
of the results were obtained. It has been shown that semi-
supervised deep learning can be successful in large datasets
[6]. Aykanat et al., on the other hand, have shown how different
classifications in lung sounds will affect the results. there are
2 types of methods used; Mel Frequency Spectral Coefficient
(MFCC) features in a Support Vector Machine (SVM) and
spectrogram images in the Convolutional Neural Network
(CNN). He achieved the best result in the training of healthy
and pathologically classified voices. He achieved 86% success
in SVM and 86% success in CNN [7]. Altan et al. analyzed
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the severity of COPD from 12 channel lung sounds. The Deep
ELM (Extreme Learning Machine) model was used and has
separated five COPD severities with classification performance
rates of 94.31%, 94.28%, 98.76%, and 0.9659 for overall
accuracy, weighted-sensitivity, weighted-specificity, and area
under the curve (AUC) value, respectively [8]. In another study,
100 diseased and 100 normal heart sound data were used. The
Time-Frequency Distribution (TFD) analysis of these data and
the heart sound analysis based on Mel Frequency Spectrum
Coefficient (MFCC) were performed. The coefficients obtained
from these methods are trained in artificial neural networks.
The system is able to produce the accuracy up to 90% using
the TFD and 80% using the MFCC [9]. In another study on
heart sounds, it was found that MFCC was applied to 1381
data sets of real and simulated, normal and abnormal domains.
The classification rates for normal and abnormal heart sounds
were found to be 95.7% for continuous murmurs, 96.25%
for systolic murmurs, and 90% for diastolic murmurs using a
probabilistic comparison approach [10]. In a study conducted
on respiratory sounds, a dataset consisting of normal and
abnormal sounds was used. KNN was applied to the attributes
obtained as a result of MFCC application and 93.21% success
was achieved [11]. In a study conducted on COPD, normal
and asthma sounds, the feature extraction method was applied.
The obtained data were trained in SVM, KNN, DT structures
and compared with the CNN model results. CNN and SVM
also achieved 96% success [12]. There are also many studies
on the analysis of bowel sounds [13]. MFCC was applied to
the framed bowel sounds and LSTM-based deep learning was
applied to the resulting attributes. The data were recorded from
45 different people and the patients’ age varies from 42 to 77,
and the patients’ gastrointestinal conditions contain astriction,
dyspepsia or normal [14].

In this study, a dataset consisting of sounds taken from
the heart, lungs and abdomen was prepared. To be able to
classify audio signals received from different regions of the
body. In this way, the accuracy of data sets built with body
audio signals can be tested. In addition, with a control system
to be prepared, the signals that doctors will record will be
analyzed and any errors that may occur in creating labels
will be prevented. MFCC was first applied to audio data. The
coefficients obtained as a result of Mfcc were trained in the
CNN model.

II. MATERIALS & METHODS
A. Database

In this study, audio recordings were taken from 12 people.
A total of 12 records were obtained from 1 person, including
four from different regions of the lungs, heart and abdomen.
The recordings are 20s and have a sampling frequency of 4000.
The sounds were divided into 2s 10 audio data in total were
obtained from 1 audio recording.

B. Mel Frequency Spectral Coefficient (MFCC)

MECC serves to create attributes using audio signals. There
are many studies in which attribute extraction is performed

using MFCC in audio signal [9], [15], [16]. It is very important
to create meaningful attributes of body sounds for educational
work to be done. In this study, Mel Frequency Cepstrum
Coefficients were used. Fig. 1 visualizes the processes used
in MFCC.

o
U

Windowing
[ Framing ]
4
( FFT |

U

[ Mel Scale Filter Bank ]

U

[ Logarithmation ]

U

Descrite Cosine Transform
(DCT)

U

MFCC Features
Figure 1: Block diagram of MFCC

MECC applies the window size to the signal first. Each
window implements a fft and allows it to pass to the frakans
domain. Then convert it from the frequency scale to the Mel
logarithmic scale with the Mel filter bank. Logarithmic applies
DCT to the data obtained as a result of the conversion, and
the results obtained are converted to a time scale. As a result
of these operations, 1287 attributes were obtained from every
2-second signal. The obtained data were trained in the CNN
model.

C. Convolution Neural Network (CNN)

Deep learning is a branch of artificial intelligence that
has started to be used frequently with the spread of high-
performance hardware. One of the most popular methods of
deep learning is CNN. It is a method used in different fields
such as signal processing, classification, recognition.
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The data provided to CNN must be in matrix format. It
consists of layers called convolution and pooling. The number
of these layers is determined by the person whose method
is to be applied. The Convolution layer is the layer where
the number and size of filters to be applied to the data are
determined. The results obtained from this layer are again
given to the convolution layer or the pooling layer. Different
methods such as max, min, average can be used in the pooling
layer. After the pooling process is applied to the data coming
to the pooling layer, the number of data decreases. According
to the method we have determined, it moves meaningful data
to the next layer. After a certain number of convolution and
pooling operations are performed, the data is moved to the
flatten layer. Here the results are transformed into a one-
dimensional matrix. The matrix is transferred to artificial
neural networks. Weights in training are constantly updated.
The highest performance gives the optimal weight values.

In this study, the data were converted into a 35x35 square
matrix. 64-, 128- and 256-layer Convolution layers were
applied. In addition, 3x3 average pooling was performed 2
times [17], [18]. Fig. 2 shows the general scheme of CNN
used in this study.

III. RESULTS AND DISCUSSION

The creation of ready-made models is effective in faster
operation of diagnostic systems. It is very important to achieve
high performance values in such models. We focus on 2
achievements: training and test success. As a result of this
study, these 2 parameters were examined and analyzed.

As a result of CNN training with attributes obtained by
applying MFCC to audio data, train and test achievements were
examined. A model was prepared that used 1440 voice data
consisting of 2s and determined which of these sounds belong
to the heart, lung and abdominal regions. A processing time
of 130 epoch was determined in the training. It is seen that
when the educational achievement reaches around 98%, the
test success is around 85% (Fig. 3).

It is seen that regional classification has been successful with
MFCC and CNN. But in order for the results to be even more
reliable, the number of data must be increased. In addition,
increasing the test performance will be effective in making
the model work more accurately.
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Figure 2: Shema of convolution neural network
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Figure 3: Result of model accuracy





